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Development of Asymmetries in a Three-Dimensional 
Numerical Model of the Tropical Cyclone’ 
RICHARD A. ANTHES-The Pennsylvania State University, University Park, Pa. 

ABSTRACT-Notable asymmetric features of an early 
experiment with a three-dimensional hurricane model were 
spiral bands of convection and large-scale asymmetries 
(eddies) in the outflow layer. Using an improved version of 
the model, we describe the formation and maintenance of 
these features in greater detail in this paper. The spiral 
bands in the model propagate cyclonically outward in 
agreement with bands in nature. The breakdown of sym- 
metry into a chaotic pattern of eddies in the outflow 
region is shown to be the result of dynamic (inertial) in- 
stability, with the eddy kinetic energy derived from the 
kinetic energy of the azimuthal flow. This instability does 
not contribute to the overall intensification of the model 
storm, however. 

We observe a curious anticyclonic looping of the vortex 
center in these experiments. This looping appears to be 
associated with asymmetries in the divergence pattern 
associated with the eddies in the outflow layer. 

This paper also summarizes improvements made in the 
original version of the model. In  contrast to the earlier 
model, the current version contains an explicit water 
vapor cycle. A staggered horizontal grid is used to pro- 
vide a higher resolution in evaluating the pressure gra- 
dient forces. Some of the pragmatic assumptions made in 
the earlier model, notably those involving horizontal 
diffusion of heat and momentum, have been eliminated 
in the current version. 
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1. INTRODUCTION 
Although considerable success in hurricane modeling 

has been achieved with two-dimensional models (e.g., 
Yamasaki 1968, Ooyama 1969, Rosenthal1970b, Sunclyvist 

1 Most of this aork w m  completed while the author was affiliated with thc National 
Hurricane Research Laboratory, NOAA,  Coral Ciahles, Fla. 

1970) , a complete understanding of the tropical cyclone’s 
life cycle requires consideration of the full three-dimen- 
sional problem. A preliminary version of an isolated, 
asymmetric hurricane model (Anthes et al. 1971a, here- 
after referred to  as I) reproduced at least two prominent 
asymmetric features associated with natural storms: 
spiral bands of upward motion and fairly large-scale 
asymmetries in the outflow layer. However, detailed 
analysis and interpretation of these features were deferred 
until additional experiments with an improved version of 
the model could be carried out. Especially conspicuous 
among the deficiencies in the preliminary model were 
the low vertical (3 levels) and coarse horizontal (30 km) 
resolution, the absence of a water vapor cycle, and a very 
pragmatic treatment of the lateral mixing process for 
heat and momentum. The above deficiencies have now 
been substantially improved with the exception of the 
vertical resolution increase. In particular, improved 
horizontal resolution is attained through a staggering of 
the horizontal grid, an explicit water vapor cycle is added, 
and a formulation of the horizontal diffusion processes 
similar to  that used by Smagorinsky et al. (1965) is 
adopted. In  experiments with the improved version of the 
model, several relationships have emerged involving the 
development and interaction of the asymmetries. This 
paper examines in detail the development of the asym- 
metric features using the current version of the model. 
The effect of the changes in grid structure, treatment of 
water vapor, and horizontal mixing are also discussed. 

Symmetric hurricane models (Ooyama 1968) have shown 
a strong relationship between model storm intensity and 
the sea-surface temperature. A symmetric model cannot, 
however, investigate the effect of sea-surface temperature 
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grid utilized in I, in which all the variables are defined at  
all gridpoints. Two staggered horizontal grids are tested 
and shown to provide for a better resolution of the pres- 
sure gradient forces. These grids, and their associated 
finite-diff erence equations, are discussed in subsection 3b. 

c. Vertical Diffusion of Momentum 

As in the preliminary version of the model, the vertical 
diffusive and “frictional” effects are due to  the vertical 
transports of horizontal momentum by subgrid eddies 
smaller than the cumulus scale. The most important 
aspect of these effects is the surface drag, which produces 
frictional convergence in the cyclone boundary layer 
and, therefore, a water vapor supply that controls the 
parameterized cumulus convection (Charney and Eliassen 
1964, Ooyama 1969, Rosenthal 19706). 

In  vector notation, these terms are written for the 
a-system 

(1) 

where g is the acceleration of gravity and 7 z  is the vector 
Reynolds stress. The quadratic stress law, with the 
surface wind speed approximated by the speed at  level 
3, is employed for the stress a t  u= 1 ; that is, 

. . . . . . . . . . . . . .  
** where V is the horizontal wind vector. A value of 3XlO-, 

is adopted for the drag coefficient, CD, and a standard 
value of l.lox1@ kg*md3 is used for the surface density, 
p * ,  in ey ( 2 ) .  As an upper boundaiy condition, 

B 
FIGURE l.-(A) vertical information levels and (B) northwest 

quadrant of horizontal grid (nonstaggered). 

variations on storm movement. A simple experiment is 
made to determine the effect of variations in sea tempera- 
ture on the looping motion of the storm. 

2. REVIEW OF MODEL 

7; = l=o. (3) 

For the remaining a-levels, 

av 
7 ; = 2 , 3 = P ( z ) P ( z )  & * 

(4) 

a. Basic Equations 
The equations of motion are written in a-coordinates 

(Phillips 1957) on an f-plane, where f ,  the Coriolis param- 
eter, is appropriate to  approximately 20°N (5 X 10-5s-1). 
The equations of motion, continuity equation, thermo- 
dynamic equation, and hydrostatic equation are identical 
to those employed by Smagorinsky et al. (1965) for general 
circulation studies. The basic equations are given in I and 
are not repeated here. 

b. Structure of the Model 

The vertical structure of the model is shown by figure 1A. 
The atmosphere is divided into upper and lower layers of 
equal pressure depth and a thinner Ekman boundary 
layer. The information levels for the dynamic and thermo- 
dynamic variables are staggered according to the scheme 
used by Kurihara and Holloway ( 1967). 

Three horizontal grids are tested in the experiments 
discussed in this paper in an effort to economically achieve 
an increase in the horizontal resolution. The first is the 

Here, p ( z )  is density, z is height, and p ( z )  is the kinematic 
coe5cient of eddy viscosity. 

Following Smagorinsky et al. (1965), p ( z )  =IzlaV/azl 
where 1 is the mixing length. In  this model, I need only 
be assigned at  levels 2 and 3. In  the preliminary report, 
I varied linearly from a maximum value of 35.5 m at 
level 3 to  0 at  level 1,  yielding a value of 17.8 m at level 2 .  
In  later experiments, the values of p ( z )  a t  levels 2 and 3 
were increased by an order of magnitude to  reduce what 
subjectively appeared to be excessive vertical. shear. 
The form currently in use for p ( z )  is 

( 5 )  

with a2=4Xlo4 m2. The value of p ( z )  computed from 
eq ( 5 )  is about 20 times the value of p ( z )  computed in 
the original experiment at  level 3 and about 40 times 
the original value at level 2 during the mature stage of 
development. 

We recognize that the form of p ( z )  given by eq ( 5 )  is, 
at best, a temporary representation of the total effect 

462 f Vol. 100, No. 6 f Monthly Weather Review 



of vertical mixing of momentum in the hurricane, 
because cumulus clouds having the same vertical scale 
as the hurricane itself play an important role in the 
vertical transfer of momentum. However, this formulation 
yields an order of magnitude of ~ ( z )  (50-100 m’/s) 
found to give vertical shears representative of real 
hurricanes in symmetric models (Rosenthal 1970a, 
Anthes 1971b). It is noteworthy that experiments with 
the symmetric analog (Anthes et al. 1971~) show that 
the exact form of p ( z )  above the boundary layer is rela- 
tively unimportant. Finally, the finite-difference expres- 
sion for the vertical “frictional” force is 

where the vertical differencing operator, 6, is defined in 
the appendix. 

d. Horizontal Diffusion of Heat and Momentum 

The lateral exchange of horizontal momentum, FH, by 
subgrid scale eddies given by Smagorinskj- et al. (1965) is 

The formulation of KH in I, based on early tests and on 
results from symmetric model experiments (Rosenthal 
1970a), was 

where C,=103 m and C2=5X103 m2/5. The current 
version of the model, however, utilizes a nonlinear form 
similar to that used by Smagorinsky et al. (1965), 

(9) ~ , = 5 x  103+, ki ( A S ) ~ I D I  

where A S  is the grid spacing (30 km), 

and ko,  the von K6rm6n constant, equals 0.4. In ecl (9), 
the constant part is important only near thc outer bound- 
ary where the kinetic energy and horizontal shear are 
small. 

For simplicity, the diffusion of heat in the original 
version of the model mas modeled using a constant thermal 
diffusivitj-, 

with KT chosen by trial and error to be 5x104 m2/s. 
In  the current version of the model, however, the dif- 
fusivities for heat, momentum, and water vapor are equal 
to KH computed from eq (9). 

e. Time Integration 

As in I, the Matsuno (1966) simulated forward-back- 
ward scheme is utilized for the time integration. This 

scheme damps the very high frequency gravity waves 
without significantly clamping the low and medium 
frequencies. See I for details. 

f. Lateral Boundary Conditions 

Thc small domain size and the irregular boundary make 
the choice of lateral boundary conditions very important. 
In I, the components of momentum were extrapolated 
o ~ t ~ a r d  from interior gridpoints rcgardless of the direction 
of the flow. A subsequent experiment, however, produced 
a more intense storm than the preliminary model storm, 
and the extrapolation outward of the momentum in areas 
of inflow led to an instability in which a rather intense 
jet formed near the boundary. The source of energy for 
this jet was apparently the unlimited supply of kinetic 
energy from the environment. In subsequent experiments, 
therefore, the momentum components on the boundary 
are extrapolated only where the normal flow is outward 
For inflow, the momentum on the boundary is set to zero. 

As in I, the boundary values for pressure and tempera- 
ture are in uniform steady state. In  experiments that 
include an explicit mater vapor cycle, the relative humidity 
on the boundary is fixed a t  90 percent. 

g. Parameterization of Cumulus Convection 

A major improvement in the model experiments dis- 
cussed in this paper is the addition of an explicit water 
vapor cycle. This change eliminates the assumptions con- 
cerning boundary layer water vapor content that werc 
necessary in I and allo\vs for simulation of nonconvectivc 
release of latcnt heat. This section describes the param- 
eterization of the feedback between convection and the 
large-scale temperature and moisture fields. The following 
section describes the water vapor cycle and the noncon- 
vective release of latent heat. Nonconvective release of 
latent heat is defined as the latent heat released in a 
conditionally stable column in which the precipitation 
results from steady, stable ascent of saturated air. The 
flow chart for both schemes is summarized in figure 2. 

The parameterization of the cumulus convection closely 
follows the scheme used successfully by Rosenthal (1970b), 
nl though some slight modifications are necessary because 
of the rcduced vertical rcsolution. The basic characteristics 
of the scheme have been thoroughly discussed elsewhere 
(Rosenthal 1969, 1970a) and will not be claboratcd upon 
here. Thc two most important aspects of the schcme may 
be summarized, however : 

1. In the convcctive parameterization, the vertical integral of 
latent energy is conserved. 

2. The heat and moisture made available to the environment 
are distributed vertically in such a way that the environment is 
driven toward an ultimate state in which the humidity and tem- 
perature are those defined by the equivalent potential tcmperature 
of the surface air. 

The convective adjustment for the a-system is 
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where T, and qc are the temperature and specific humidity, 
respectively, of the pseudo-adiabat with the equivalent 
potential temperature of the surface, q and T are the 
environmental specific humidity and temperature, respec- 
tively, L is the latent heat of vaporization, and c, is 
the specific heat for dry air at  constant pressure. The 
term v combines the boundary layer convergence of 
water vapor and the latent heat addition from the sea, 

that is, 
V=-V * p * v ~ 3 ~ ~ 3 + Q a e a *  (13) 

If Q, is that part of the diabatic heating due to convection, 
then 

=cJ( T,- T )  if (T,-T) 20.5OC 

otherwise. 
P*QC and 1>0 (14) 

If we let (aqp*/at), represent the addition of moisture to 
the environment by cumulus convection, then 

and RH I 9 8  percent (15) 
otherwise. (at>, 

Equations (12)-(15) are used only when the atmosphere 
is conditionally unstable; that is, 'when (T,-T) and 
(qc-q) are positive for some value of k .  To avoid 
numerical difficulties with small values of the denominator 
of eq (12), we assume that convection occurs only if 
(T,-T) equals or exceeds 0.5OC at either level 1% or 2%. 
As an additional constraint on the vertical partitioning 
of latent heat under nearly moist neutral conditions 
(T,  = T and qc =q),  an arbitrary upper limit of 20 percent 
of the total latent heat in the column is assigned to the 
boundary layer (level 3%),  and the remaining 80 percent 
is distributed between the middle and upper tropospheric 
layers. 

An additional modification to the above scheme occurs 
in a nearly saturated environment, defined by a relative 
humidity (RH) equal to or greater than 98 percent. 
Under these conditions, (aqp*/at),, which may be thought 
of as resulting from evaporating clouds, is set equal to 
zero, and all of the condensation heating is made available 
to the large-scale flow. The precise choice of 98 percent is 
relatively unimportant; a limit somewhat less than 100 
percent was chosen to avoid sporadic addition of this 
source when the large-scale relative humidity oscillates 
about the 100-percent value. This latter oscillation is 
presumably the result of the addition of temperature and 
moisture increments associated with the finite differencing. 

The surface temperature, T*, needed to establish the 
surface equivalent potential temperature, is computed by 
a downward extrapolation from level 3%; that is, 

T*= T3+ + 3.636"K, (16) 

and the surface specific humidity is obtained by the as- 
sumption that the relative humidity at  the surface equals 
the humidity at  k=3%. 
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FIGURE 2.-Flow chart illustrating water vapor cycle and param- 
eterization of convective and nonconvective latent heat release. 
See subsections 2g and 2h for details. 

h. Water Vapor Budget and Nonconvective 
Latent Heat Release 

The treatment of the water vapor cycle closely follows 
the scheme developed by Rosenthal (1970b) for the 
symmetric, seven-level model, again with some modifica- 
tions due to its limited vertical resolution. The scheme is 
outlined in figure 2. 

Under unsaturated conditions in the presence of con- 
vection, all of the boundary layer water convergence and 
the evaporation from the sea is utilized in convection, and 
the forecast equation for specific humidity a t  level 3% is 
simplv 

(17) 

In  the middle and upper layers, the forecast equation is 

In  columns which contain no convection, the forecast 
equat,ion is 

where the term Q,,, represents evaporation from the sea 
surface (subsec. 2i). The interpolation of q to the levels 
necessary for computing the vertical flux in eq (18a) is 



obtained by assuming an exponential variation of p be- 
tween the a-levels, 

q=q0ek(P-Pd (19) 

where p is pressure and the reference level is designated 
by the subscript 0. Evaluating the constant, k, we obtain 

and 

The release of nonconvective latent heat is modeled in 
the following manner. After every forecast step, each 
gridpoint for specific humidity is checked for supersatu- 
ration. If supersaturation occurs in the boundary layer 
and conditional instability is still present, the mater vapor 
excess over saturation is used to fuel additional convection 
according to the convective scheme given by eq (14) and 
(15). In  the event (rare) that supersaturation occurs in 
the boundary layer and the atmosphere is conditionally 
stable, the excess moisture is condensed in situ. 

For supersaturation at  levels 1): and 25,  the excess 
vapor is assumed to condense as large-scale precipitation 
rather than convection, since the atmosphere is condi- 
tionally stable above these levels. At level 134, all the 
excess is condensed and the latent heat is made available 
to the circulation at  this level. For supersaturation at  
level 2%, however, only part (65 percent) of the excess 
mater vapor is condensed at  this level; the remainder is 
assumed to condense at  level 156. This partitioning follows 
from the assumption that the mechanism for the latent 
heat release is large-scale ascent of saturated air. For 
typical hurricane soundings, a saturated parcel starting 
at  level 2jh (about 675 mb) and rising to the tropopause 
condenses about 65 percent of its total water vapor below 
450 mb (level 2) and the rest above this level. 

i. Air-Sea Exchange of Sensible and Latent Heat 
The sensible and latent heat fluxes at  the air sea inter- 

face obey the bulk aerodynamic relationships and decrease 
linearly with a until they reach zero at  the k=3 level. 
This gives 

1 0  sea 5 Q* 

where 0, and QSeB are the sensible and latent heat added 
per unit mass and time at  level 3jh. The exchange coeffi- 
cient, CE, is taken equal to CD (0.003) and the value of 
TBea is 302’K for most of the experiments. The effect of 
varying CE, C,, and T,,, have been investigated elsewhere 
with symmetric models (Ooyama 1969, Rosenthal 1971, 
Anthes 1972). 

j. Initial Conditions 

The initial conditions consist of an axisymmetric vortex 
in gradient balance, having a maximum wind -speed of 
18 m/s at  a radius of 240 km. The details are presented in 
I .  For initially symmetric conditions, the solutions to the 
diflerential equations remain symmetric for all time. How- 
ever, asymmetries in the truncation and roundoff errors 
as well as in the‘ lateral boundaries produce weak asym- 
me tries (subsec. 3e) in the jinite-difference equations after 
the first time step. These perturbations may then grow 
with time and become a significant part of the total 
circulation. In  a later section, the mechanism for this 
observed growth is investigated. It is also shown that the 
initial form of the perturbation is unimportant in deter- 
mining the final form of the asymmetries. 

3. EXPERIMENTAL RESULTS 

The next two subsections briefly describe the effects of 
the major modifications to the original version of the 
model, specifically, the addition of the water vapor 
cycle and the horizontal staggering of the grid. The 
details of the model storm structures associated with 
these intermediate stagcs of the model are not presented. 
Subsections 3c-3g present detailed analyses of the model 
storm’s life history as computed from the current version 
of the model. These subsections are primarily concerned 
with the development and structure of the asymmetric 
features including rainbands and outflow eddies. 

Table 1 lists some of the properties of each experiment 
discussed in this paper. These properties, appropriate 
to the mature stage of each model storm, serve as an 
overall comparison of the experiments and are discussed 
individually in later sections. 

a. Addition of Explicit Water Vapor Cycle 

Figure 3 shows the time variation of the minimum 
surface pressure and the maximum surface Find speed for 
each experiment. The effect of adding the explicit mater 
vapor cycle alone is illustrated by the curves labeled 
“nonstaggered grid,” and, as suggested by the close 
similaritmy to the corresponding profiles for experiment I, 
the water vapor cycle has a fairly small effect on the 
overall behavior of the model storm. The initial develop- 
ment is somewhat slower because part of the mater vapor 
convergence in the boundary layer is used to enrich 
the environmental water vapor content in the middle and 
upper troposphere (the initial relative humidity a t  all 
levels is 90 percent). In  cxperiment T, which does not 
contain a water vapor cycle, all the water vapor converg- 
ence is condensed and made available as latent heat to 
the large-scale flow. 

AI though the initial development in the experiment with 
the water cycle is slowcr, the ultimate statc is equal to, 
or slightly greater than in experiment I. This difference is 
related to somewhat higher boundary-layer specific 
humidities in the later model. The structures of the two 
model experiments are quite similar and are not compared 
in detail. Therefore, the primary advantages of adding 
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TABLE 1.-Summary of experiments 

................. INITIAL ASYMMETRIES - 16"% ................. STAGGERED GRID II 
ISTAGGERED GRID I I 

I I I , I I I  1 1 1 1  

Experiment Grid 

80 

1014  w 1012 w 
Minp Max V -. Total Convective Noncon- Sensible 
(mb) (m/s) heating heating vective heating C(K) DR Dv 

rate 
rate rate heating rate 

1. Anthes et al. (1971~) 

2. HzO cycle added (282 hr) 
3. Initial asymmetries, lo-**% 

4. Initial asymmetries lo+% 

5. Aborted due to lateral 

6. Nonlinear-type horizontal 

7. Symmetric analog (96 hr) 

(228 hr) * 

(174 hr) 

(120 hr) 

boundary problems (87 hr) 

mixing (156 hr) 

Nonstaggered 965 66 13. 9 13. 9 - 0.46  45 -11 -32 

Nonstaggered 962 66 11.8 11.4 0 . 4  0. 24 43 -16 -28 
s 1  976 60 10. 0 8. 6 1. 4 0. 19 31 -10 -19 

s 1  976 60 11 .2  9 . 9  1 . 3  0 . 2 1  36 -11 -23 

52 980 57 7. 2 6. 8 0. 4 0. 11 17 -7 -9  

SI 971 63 12. 6 10. 6 2. 0 0. 22 36 -11 -24 

1 horizontal 969 53 15. 1 12. 4 2. 7 0. 30 39 -11 -28 
dimension 
staggered grid 

*Time in parentheses is time at which components of energy budget are given. 

- 1000 
990 

980 

- 
''\ EXPERIMENT I IAnth. e101.19111 - 

SYMMETRIC ANALOG 

............... INITIAL ASYMMETRIES - Id'% 
~ TYPE LATERAL MIXING ISTAGGERED GRID I )  ISTAGGEREO GRID I I  

70L f 
60 

50 

40 ! 30 
izo 

TIME ( h r )  

FIQURE 3.-Time variation of minimum pressure and maximum 
surface wind speed for experiments discussed in this paper. 

the water vapor cycle are: (1) the elimination of some 
arbitrary assumptions made in the first experiment, (2) 
the provision for a wider range of initial conditions (vari- 
ations in initial humidity distributions), and (3) the 
provision for studying the hurricane water vapor budget. 

b . I ncreased Hor izonta I Resolution Uti I izi ng 
Staggered Horizontal Grids 

The behavior of the two experiments utilizing the non- 
staggered grid are more similar to each other than to any 
of the other experiments shown in figure 3. More signifi- 
cantly, during the early stages of the storms when asym- 
metries are negligible, the behavior of the nonstaggered- 
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s2 I X P  I . u.v si I o v  

FIQURE 4.-Schematic diagram for two staggered horizontal grids 
tested with hurricane model. S1 grid is shown on left, S2 grid is 
shown on right. 

grid storms varies markedly from the behavior of the 
symmetric analog (Anthes et al. 1971c) From their com- 
parison of the asymmetric and symmetric models, Anthes 
et al. concluded that the differences during the early stages 
of the storm were related to greater truncation errors in 
evaluating the pressure gradient force in the asymmetric 
model. The symmetric analog, which utilized a staggered 
grid in the radial direction to avoid computational diffi- 
culties at  the origin, evaluated the pressure gradient over 
30 km rather than over the 60-km interval used by the 
asymmetric model. The comparison suggested a staggering 
of the pressure and velocity variables in the asymmetric 
model as well. 

The staggering of variables in two horizontal dimensions 
is somewhat more complicated than in one dimension. 
Two types ot staggered grids, shown schematically in 
figure 4, were tested. The first (designated by Sl)  con- 
sists of two sets of prediction points, one for the hori- 
zontal velocity components and one (offset by 45') for 
all the other variables The second (designated by S2) 
consists of three sets of prediction points, one for each 
horilontal velocity component and a third for the remain- 
ing variables. The S2 grid has been used by Lilly (1965) 
and tested by Grammeltvedt (1969). In both staggered 
grids, the evaluation of the pressure gradient and the 
horizontal divergence over smaller grid increments neces- 



T = 90 - 282 HOURS 9 -HOUR INTERVALS 

FIGURE 5.-Particle trajectories calculated over a 9-day period in 
experiment 2 (table 1). The three levels are labeled in millibars 
(approximate). All particles start in the boundary layer except 
one, which is started in the middle troposphere. 

sitates a reduction in the time step to maintain compu- 
tational stability. Thus, the time step of 60 s that was 
adequate for the nonstaggered grid must be reduced to 
45 s for S1 and to 30 s for ,532. The alternate finite-difference 
equations associated with each staggered grid are given 
in the appendix. 

As seen in figure 3, both staggered grids yield very simi- 
lar results during the f i s t  48 hr of model time. Further- 
more, both experiments are more similar to the symmetric 
analog than are the two experiments with the unstaggered 
grid. The solutions associated with the S1 and S2 grids 
diverge considerably after 48 hr? however, with the S2 
storm reaching an asymmetric stage much earlier than the 
S1 storm. Furthermore, the solution associated with the 
S2 grid deteriorates after 72 hr and finally becomes 
unstable. The primary cause of this instability seems to 
be associated with the lat,eral boundary conditions, since 
the u and o components are not  defined a t  t,he same points. 
This instability and the requirement for the small time 
step were the prime reasons for the choice of the S1 grid 
for the current version of the model. The S1 grid, then, 
provides for a.n economical increase in horizontal reso- 
lution, and the behavior of the symmetric stage of the 
model storm utilizing this grid compares favorably with 
the behavior of the symmetric analog. 

c. Structure of Asymmetric Hurricane 

The structures of the storms generated in the later 
experiments are similar to the storm structure discussed 
in I. An overall view of the three-dimensional, time- 
dependent structure of a typical experiment (experiment 
2, table 1) is shown in figure 5, which shows the tracks of 
particles released in the hurricane circulation over an 8-day 
period. The computed velocities are interpolated in space 
and time for the computation of the trajectories. See 

FIQURE 6.-Streamline and isotach (m/s) analysis for level 1% 
in experiment 6 (table 1) during the mature asymmetric stage 
(156 hr). 

Anthes et al. (1971b) for more details. Figure 5 reveals a 
nearly steady state, axisymmetric boundary layer in 
which air accelerates as it flows inward to the center. 
Reaching the center, the particles are carried rapidly 
upward, reaching the outflow layer in about 2 hr. (Note 
that the large-scale, mean vertical velocities are used to 
compute the vertical displacements; in reality, a particle 
would probably be carried upward in a cumulonimbus 
updraft in considerably less time.) After the particles 
reach the outflow layer, they decelerate and move outward 
in a highly asymmetric, unsteady flow. 

Figure 5 also shows the path of one particle that is 
released in the middle troposphere (about 500 mb) 
rather than in the inflow layer. This particle experiences 
very little radial motion and is carried slowly upward as it 
spirals around the storm center. 

Figure 6 shows a typical streamline and isotach pattern 
in the upper level during the mature stage (156 hr) of 
experiment 6. Noteworthy is the anticyclonic eddy located 
to the ‘‘north” of the storm center. The outflow occurs 
mainly in two jets, in agreement with storms in nature 
(Black and Anthes 1971). 

The temperature structure in experiment 6 (not shown) 
is relatively symmetric compared to the winds. The 
maximum temperature excess over the undisturbed 
environment is 7O-8OC in the revised version of the model 
compared to the excess of 3 O - 4 O C  found in the preliminary 
experiment I. This higher figure, which is apparently due 
to the effective increase in horizontal resolution, is still 
somewhat lower than observations (Hawkins and Rubsam 
1968) and multilevel symmetric models (Rosenthal 1970b) 
indicate. However, the lower figure is considered reason- 
able in view of the great depth of the tropospheric outflow 
layer necessitated by the low vertical resolution. 

Figure 7 shows the vertically integrated convective 
heat release, expressed as cm of rain per day. The semi- 
circle of rainfall rates over 200 cm/day corresponds well 
to the nonuniform eyewall convective region in real storms 
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FIGURE 7.-Vertically integrated convective heat release expressed 
as rainfall rates (cmlday) at 156 hr of experiment 6. 

(e.g., Hawkins and Rubsam 1968). However, figure 7 
shows that a rain-free “eye” is not present at this t h e ,  
and only a region of relatively light rainfall occurs a t  the 
center of the storm. The absence of an eye is probably due 
to the coarse horizontal resolution. The notable spiral 
bands, with rainfall rates averaging about 2 cmlday, are 
approximately 90 km wide a t  large distances from the 
center and somewhat wider closer to the center. These 
bands rotate cyclonically about the storm center and 
propagate outward at  a speed of about 24 kt. Although 
the outer rainbands in nature apparently propagate 
outward (Gentry 1964, Senn and Stevens 1964), we feel 
that the model rate of 24 k t  is somewhat too high. Since 
the bands are undoubtedly internal gravity waves, 
improved vertical resolution may give a more realistic 
phase speed. The band thickness of 90 km is considered 
fairly acceptable compared to observations, when the 
coarse resolution of the model is considered. The rainfall 
rate of 2 cm/day is also considered acceptable, although 
possibly on the low side, for an average over 60 km. 

The temperatures inside the bands are not appreciably 
different from the surrounding environment, in agree- 
ment with the mean thermal structure of outer bands in 
nature (Gentry 1964). This uniformity in temperature 
may be related to  the near compensation in the thermo- 
dynamic equation between the latent heat release and the 
adiabatic cooling in the region of upward motion and to 
the relatively short time (about 3 hr) required for the 
band to move past a particular point. It is noteworthy 
that, compared to earlier versions of the model, the current 
version yields spiral bands with the structure most like 
rainhands in nature. 

Although the spiral bands in the model are undoubtedly 
internal gravity waves modified by latent heat release 
(Ogura and Charney 1962), the mechanism for their 
generation is unknown. There does seem to be an interest- 

* This speed is computed by measwing the normal displacement of the outer edge of 
the bands over a 6h r  period and hence includes the effect of rotation as well as outward 
propagation. 
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1 
FIGURE 8.-Positions of minimum pressure at  selected times (hr) 

for experiment 6 (table 1) showing anticyclonic looping during 
asymmetric stage-of storm. Speed of rotating center is approx- 
imately 4.1 m/s. 

ing, although obscure, relationship between the bands, 
which are most pronounced at  the top of the boundary 
layer, and the asymmetries in the outflow layer. I n  all 
experiments, the bands are conspicuously absent until 
the symmetric flow in Lhe upper levels breaks down. Also, 
the n’umber of bands (two) seems to be associated with 
the predominance of wave number 2 in the outflow layer. 

The release of latent heat in the spiral bands is entirely 
convective. Charney (1971) suggests that the conditional 
instability of the second kind (CISE) process (Charney 
and Eliassen 1964) may be relevant in describing the 
cumulus-rainband scale interactions as well as the 
cumulus-cyclone scale interactions To investigate this 
possibility, one needs further experiments with increased 
resolution to permit meaningful estimates of the vorticity 
and energy budgets of the rainbands. 

The nonconvective latent heat release (not shown) 
occurs entirely within 180 km of the center in a roughly 
circular pattern. The total nonconvective heat release of 
2.0 X W (table 1) represents a significant contribu- 
tion to the total latent heat release (12.6 X 1014 W), in 
agreement with observations (Hawkins and Rubsam 1968) 
and symmetric model results (Rosenthal 1970b). 

A curious feature of the rater experiments, which was 
not present in I, is an anticyclonic looping of the vortex 
center about the center of the grid. Figure 8 shows the 
path for experiment 6, which approximates a circle of 75- 
km radius. The commencement of the looping is coincident 
with the formation of outflow asymmetries, suggesting 
that the eddies that drift with the anticyclonic flow of the 
upper levels are controlling the looping of the vortex 
center. It is possible that the lateral boundaries are re- 
sponsible for the tight, circular looping, and with a much 
larger domain the vortex center might meander in a less 
organized pat tern. 

The time variation of the mass-integrated to tal kinetic 
energy budget for experiment 6 is shown in figure 9. The 
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FIGURE 9.-(A) time variation of the observed total kinetic 
energy change ( A K l A t )  and the change computed from the 
kinetic energy equation ( d K / d t )  for experiment 6 and (B) in- 
dividual components of the kinetic energy tendency. C ( K )  is the 
conversion of potential to kinetic energy, DH is the dissipation of 
kinetic energy through lateral eddy viscosity, and D y  is the 
dissipation of kinetic energy through vertical eddy viscosity and 
includes the effect of surface drag friction. The flow of kinetic 
energy through the lateral boundary is negligible in this 
experiment. 

kinetic energy equation for this model is presented in I. 
The difference between the observed kinetic energy rate of 
change and the tendency computed from the kinetic 
energy equation is small. (See fig 9A.) This close agree- 
ment indicates that truncation errors in the model, 
including those associated with the time integration, are 
small. This result contrasts with models that employ 
alternate finite-differencing schemes (Yamasaki 1968, 
Rosenthal 1970~).  In these models, truncation errors 
associated with the space differencing provide a significant 
dissipation of kinetic energy. The absence of such a 
numerical dissipation in this model necessitates a larger 
explicit dissipation through the eddy viscositj coefficient. 
The important components of the energy budget are also 
shown in figure 9. The dissipation due to horizontal 
eddies is about half that due to vertical eddies, which 
includes dissipation at  the surtace. The values of the com- 
ponents are reasonable compared to observations and to 
symmetric model results. (See Anthes 1971 for a summary 
of empirical results.) 

d. The Development of the Asymmetric Stage 

This subsection discusses the development and main- 
tenance of the asymmetric features of the circulation using 
the current (experiment 6) version of the model. A meas- 
ure of the asymmetry is the standard deviation (from the 
circular mean) of any variable. Figure 10 shows the time 
variation of the standard deviations (SD) of the tangential 
and radial wind components and of the temperature in 
the upper level at  a radius of 105 km. The early part of 

0-- 

' l 6 0  20 40 60 T I M E  80 ( h r l  100 120 140 

FIGURE 10.-Time variation of standard deviations of tangential 
and radial wind components and temperature for the upper level 
at a radius of 105 km in experiment 6 .  

the storm's history is quite symmetric, with maximum 
SD of the wind components about 0.3 m/s and for the tem- 
perature about 0.05OC. The storm becomes quite asym- 
metric after 60 hr. Thereafter, SD for the wind components 
are about equal in magnitude to the azimuthal means at  
this level. However, the temperature field remains rela- 
tively symmetric even during the later stages, with SD 
rarely exceeding 1°C. This relative symmetry may be, in 
part, due to the symmetric boundary conditions on 
temperature. 

Detailed analysis of the development of the asymme- 
tries (Trout and Anthes 1971) shows that during the sym- 
metric stage, when the variance of any quantity is small, 
wave number 4 account<s for nearly all of the variance. 
Because of the orientation of wave number 4 with respect 
to the four irregular corners of the grid, this early symme- 
try is probably due solely to the artificial aspects of the 
irregular boundary. Subsequent to the rapid growth of the 
variance, however, wave numbers 1 and 2 become domi- 
nant and account for most of the variance, in agreement 
with observations (Black and Anthes 1971). See Trout 
and Anthes (1971) for further details. 

The appearance in the model storms of large-scale 
asymmetries that develop from initially axisymmetric 
conditions raises at least three questions: (1) What is the 
source of the initial perturbations? (2)  Why do certain 
wavelengths become predominant? (3) What is the mecha- 
nism for growth of these disturbances? The next subsec- 
tions present results from two types of initial perturbations 
and show that the initial form of the perturbations is 
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FIGURE 11.-Asymmetries in the u-component after one time step 
in the preliminary experiment (IVi,il - ~V31-~,31-j~ where i= 1,15 and 
j =  1,30). These asymmetries are due to truncation and roundoff 
errors alone and are functions of the grid system and the finite- 
difference scheme. 

unimportant in determining the dominant scale of the 
asymmetries. The growth of the initially small distur- 
bances is shown to be a type of dynamic (or inertial) 
instability in which longer wavelengths are more unstable 
than the shorter wavelengths. The important mechanism 
for the growth of the eddies is the barotropic conversion 
of mean azimuthal kinetic energy to eddy kinetic energy. 

e. The Initial Perturbations 

The initial asymmetries in experiment I and in the 
experiments discussed so far in this paper arise from 
nonsymmetric truncation and roundoff errors in the 
fmite-difference schemes. On a 30x30 rectangular grid, a 
circularly symmetric field, a, with center a t  coordinate 
(i= 15.5, j=15.5) obeys the symmetry relation ai. j=  

( ~ 3 l - t , 3 1 - 3  for &j=l, 2, 3, . . . 30. Therefore, the difference 
( a t , j - ( Y 3 1 - t , 3 1 - j )  is a measure of the magnitude of the 
asymmetry, and 2 (at ,  I -  ~ 1 -  t ,3 i - j ) /  (a*, , + a ~ -  t 3 1 - j )  ex- 
presses the asymmetry as a percentage of the mean flow. 
The initial asymmetries in the wind field (fig. 11) after 
one time step are (in experiment I) on the order of lo-'' 
percent on the interior of the grid and percent on the 
boundaries. Inspection of each term in the forecast 
equations showed these asymmetries to arise from the 
divergence terms in the continuity equation. 

The magnitude and distribution of the initial perturba- 
tions, and consequently the time required for the dis- 
turbances to manifest themselves in the large-scale flow, 
varies with the grid and finite-difference scheme. The 
asymmetric stage begins at 120 hr for the nonstaggered 
grid, at 100 hr for the S1 grid, and at 60 hr for the S2 grid. 

Although truncation errors produce perturbations that 
eventually grow to the interesting asymmetric features 
of the model, i t  is more appealing to deliberately introduce 
perturbations of known amplitude and variance. There- 
fore, initial asymmetries on the order of lo-' percent 
(10 orders of magnitude greater than the perturbations 
due to truncation errors) were introduced by adding 
random numbers to the initial u and v components. As 
shown in figure 3, the asymmetric stage is reached much 
earlier (60 hr rather than 100 hr) with the greater ampli- 
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tude perturbations. (The onset of the asymmetric stage 
is marked in fig. 3 by the rise in minimum pressure pre- 
ceeding the oscillations in the pressure.) It is important 
to note, however, that during the asymmetric stage the 
structures of the model experiments are very similar (see 
also table l),  indicating that the fo rm of the random initial 
asymmetries i s  unimportant in determining the ultimate 
structure of the asymmetric circulation. This conclusion, of 
course, refers only to the small amplitude, random noise 
associated with the model and does not apply to  natural 
storms in which large-scale asymmetries in the environ- 
mental flow may be quite important in determining the 
storm's asymmetric structure. 

f. Role of Dynamic Instability in the 
Development of the Asymmetries 

The theory of dynamic instability has been investi- 
gated by many individuals over the years. The reader 
is referred to Euo (1949), Godson (1950), and Van 
Mieghem (1951) for a review and discussion of the gen- 
eralized concept of dynamic instability. 

In  the application of dynamic instability to the hurri- 
cane problem, meteorologists have generally referred 
to the growth of symmetric radial displacements in an 
axisymmetric vortex (Sawyer 1947, Alaka 1963, Yanai 
1964, Yanai and Tokioka 1969). However, this instability, 
defined by the criterion 

p + j )  rdr z<o 
wheer 

Z= ($+j)) 

- 
vx is the tangential wind, and the ( ) operator refers to 
an azimuthal average, does not appear to play an impor- 
tant role in the intensification of symmetric model storms 
(Yamasaki 1968, Ooya,ma 1969, Rosenthal 1969). 

A second type of dynamic instability that seems relevant 
in the asymmetric hurricane model is the instability rep- 
resented by the growth of azimuthal perturbations at  the 
expense of the axisymmetric flow. For purely horizontal, 
nondivergent flow, a necessary and sufficient criterion is 
that 

somewhere in the domain (Euo 1949). However, the 
derivation of eq 25 requires that the horizontal perturba- 
tions vanish at  the outer boundary, which is not strictly 
the case in the model in which the winds on the boundaries 
vary through the extrapolation procedure discussed earlier 
(subsec. 2f). 

It may also be shown that, for nondivergent, horizontal 
flow, eq (24) is a sufficient criterion for the growth of 
azimuthal perturbations regardless of the form of the 
perturbations on the boundary. 

In experiment 6 (the current version of the model), we 
have considered the criterion defined by eq (24) and (25). 
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Figure 12 shows the time variation of the minimum azi- 
muthal averages of la, 2, and the minimum value of the 
product, yaZ, for the upper (level 1)i) and middle (level 
2)i) tropospheric layers. Negative absolute vorticity is 
present in the initial conditions at  both levels beyond 
300-km radius. During the first 40 hr, this outer area of 
negative j-, decreases in intensity in both layers. After 
about 48 hr, a new region of negative {,, appears close to 
the storm center a t  a radius of about 150 km. This inner 
region persists for the remainder of the forecast. 

Figure 12 also shows that negative azimuthal averages 
of 2 exist in level l ) h ,  but never a t  level 2% where the flow 
is always cyclonic. There are regions in both levels where 
the product is negative, thus the criterion in eq (24) is 
satisfied in both levels over most of the forecast period. 

Although the asymmetries a t  level 136 have been em- 
phasized, there is significant eddy kinetic energy present 
in the middle tropospheric layer as well. The mean radial 
pressure gradient and the mean tangential flow are much 
stronger a t  this level, however, so that the asymmetric 
portion of the flow is a smaller percentage of the mean 
flow. The strong, symmetric pressure gradient force at  this 
level is undoubtedly resisting the development of the azi- 
muthal perturbations to a greater extent than the weaker 
pressure field in the outflow layer. 

Blgure 13 shows radial profiles of z, F,, and 7,z for se- 
lected times at  level 1)4. All the profiles hare a minimum 
in absolute vorticity, so that ey (25) is also satisfied dur- 
ing the forecast. We next investigate the generation of the 
negative vorticity near the center. The vorticity equation 
in a-coordinates may be written 

G=D+T+F dt (26 )  

where the diveigence term, D, is 

D= - lav V, (27) 
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FIGURE 13.-Radial profiles of Ta, z, and & z a t  48, 72, and 96 
hr of experiment 6. 

the tilting term, T, is 

and the friction term, F, is 

In  eq (29), F(v)  and F(u) represent the vertical and 
horizontal friction terms for the v and u components, 
respectively. Given an initially positive absolute voricity 
pattern, the divergence term by itself cannot produce 
negative la. Production of negative {, must come from 
the tilting term, T. Figure 14 shows minimum (maximum 
negative) azimuthal averages of D, T ,  and the sum, 
(Df T) .  The friction term, F, was also computed, and was 
much smaller in magnitude than either D or T. The terms 
in eq (27)-(29) were computed by interpolating the 
velocity components to the a-levels and approximating 
the derivatives with centered differences. Figure 14 shows 
that both the divergence and tilting term contribute to 
the negative tendency. The spatial distributions of the 
minimums of T and D reveal that the minimum (maximum 
negative) divergence term occurs very close to the vortex 
center where the vorticity is large and positive and the 
divergence is maximum. The tilting term minimum occurs 
farther out, beyond the radius of maximum upward 
motion, where a;/ar>o. (For a symmetric vortex, T= 
- (a&/ar) (avA/aa) and since av,/aa is positive in the hurri- 
cane, the negative contribution occurs with d;/ar>O.) 

The production of negative {, may he physically inter- 
preted from angular momentum considerations, where the 
angular momentum, M ,  is defined by 
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FIGURE 14.-Time variation of minimum azimuthal averages of 
divergence term (D), tilting term (T), and sum (D + r )  in the 
vorticity equation at level 2 for experiment 6. 

In  the early stages of cyclone development M increases 
radially outward. The reversal of the radial gradient of M 
(production of negative la) may occur as air a t  large 
distances (high M )  is advected inward in the boundary 
layer. When this air is ultimately carried upward in the 
narrow ring of ascent near the center of the vortex, it may, 
in spite of some frictional loss to  the sea surface, retain a 
higher value of M than air a t  the same level but at a 
larger radial distance. The air at larger distances, in the 
middle levels, experiences little radial or vertical motion 
as shown by the middle level trajectory in figure 5. 

In summary, substantial regions of negative absolute 
vorticity are produced in the middle and upper tropo- 
spheric layers through the tilting term in the vorticity 
equation. Both criteria for the development of azimuthal 
perturbations (in horizontal, nondivergent flow) are satis- 
fied throughout the integration. Preference for the growth 
of longer waves (wave numbers 1 and 2) is probably the 
result of the selective effects of static stability in the 
presence of horizontal divergence (Houghton and Young 
1970). 

g. Eddy Kinetic Energy Budget 
The eddy kinetic energy equation may be derived by 

forming the equation for the azimuthal mean kinetic 
energy and subtracting this equation from the total kinetic 
energy equation. The resulting equation is 

- 
%=cH+cV+ at B+F 

where the eddy kinetic energy is defined as 

(33) 
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FIQURE 15.-Time variation of total eddy kinetic energy budget. 

CH represents the conversion of azimuthal mean to eddy kinetic 
energy through horizontal, barotropic processes; CV represents the 
effects of vertical eddies; B represents baroclinic effects; and F 
represents frictional effects. See subsection 3g for discussion of 
these terms. 

and 

(35) 

(37) 

The term C, represents the conversion of mean to eddy 
kinetic energy through horizontal, barotropic processes, 
and should be the predominant source of energy for the 
eddies if dynamic instability is the important mechanism 
in the eddy generation. The term Cv represents the effect 
of vertical eddies. The term B represents baroclinic effects 
and would be predominant if baroclinic instability were 
important. (The last two terms in B are several orders of 
magnitude smaller than the first three terms.) Finally, F 
represents the effects of asymmetries in the parameteriza- 
tion of the subgrid-scale eddy stresses. 

Figure 15 shows the time variation of the volume inte- 
gral of ke, defined by 

where R, is the edge of the domain (about 440 km). 
Because the computation of the various terms in eq (34)- 
(37) require interpolation in the vertical, as well as from 
the Cartesian grid to a polar coordinate grid, the values 
shown in figure 15 should be considered approximate. 

Figure 15 shows that the significant positive contribu- 
tion to the eddy kinetic energy is C,, representing the 
barotropic conversion of mean to  eddy kinetic energy, and 
provides strong support for the hypothesis that dynamic 
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FIQURE 16.-Radial profiles of terms in eddy kinetic energy 
budget at 138 hr in experiment 6. 

instability is present in the model. The vertical eddy term, 
Cv, is slightly positive at  first, then slightly negative 
toward the end of the forecast. The baroclhic term, B, 
and the friction term, F, are negative throughout the 
forecast. 

The eddy kinetic energy budget establishes dynamic, 
or inertial, instability as the mechanism for the breakdown 
in symmetry and the development of large-scale eddies 
in the outflow layer. These eddies continually extract 
kinetic energy from the mean circulation. The mean kinetic 
energy is maintained through the low-level, cross-isobar 
flow associated with the mean meridional circulation and 
the upward transport of kinetic energy by the rising motion 
near the center of the storm. 

Figure 16 shows radial profiles of the various terms in 
the eddy kinetic energy equation at  a typical time (138 
hr) during the forecast. The terms are less reliable near 
the origin where the errors associated with the interpola- 
tion to  the polar grid are maximum. From figure 16, we 
see that the maximum conversion occurs around 100 km. 
The baroclinic processes consume eddy kinetic energy in 
the middle and upper troposphere. The slight positive 
contribution by baroclinic processes in the boundary layer 
may be associated with the generation of eddy kinetic 
energy on the scale of the spiral bands. 

’\ ‘. 
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“ 

FIQURE 17.-Effect of increasing and decreasing sea temperature by 
l0C on maximum wind speed and minimum pressure for sym- 
metric analog. 

(Ooyama 1968) indicate a strong relationship between sea- 
surface temperature and hurricane intensity. Figure 17 
shows the effect of varying the sea-surface temperature 
over a 2OC range for 20 hr on the symmetric analog. The 
immediate response and the total range of 26 m/s in the 
maximum wind speed confirms the sensitivity of the 
hurricane to small variations in sea-surface temperature. 

I n  addition to the recognized importance of the sea- 
surface temperature to the intensity of the storm, it is 
sometimes suggested that horizontal sea-temperature 
gradients may also affect the storm’s motion, perhaps 
through a differential enhancement of convective latent 
heat release. Although the looping motion of the asym- 
metric model storm is small and poorly understood, it does 
afford the opportunity for at  least a crude experiment to 
investigate the effect, if any, of sea-surface temperature 
differences on the storm’s motion. 

Figure 18 shows the effect of raising the sea temperature 
from 302’ to 303’K in the “northeast” quadrant of the 
grid over the last 30 hr of experiment 6. The sea tempera- 
ture over the rest of the grid remains unchanged. The 
position of the storm center at  136 hr, shown in figure 8, 
is in the “northwest” quadrant where the temperature is 
constant. As the storm moves over the warmer water (at 
about 140 hr), an increase in intensity occurs, reaching 
a maximum at about 146 hr when the wind speed is about 
6 m/s greater than that of the control. As the storm moves 
back over colder water, the differences from the control 
become less. 

If the differing sea temperature field does affect the h. Increase of Sea Temperature 
storm motion, one would expect at  least a small change in One Quadrant 
in speed or direction as the storm moved over the warmer 
water. There was, however, no discernible change in the 

1962) and symmetric hurricane model calculations motion of the storm despite a considerable (10 percent) 
Empirical results (Pa lmh 1948, Miller 1957, Perlroth 
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FIGURE 18.-Effect of increasing sea temperature by l0C in north- 
east quadrant alone for asymmetric model, experiment 6. 

change in the storm’s intensity. This result suggests, 
although by no means proves, that storm motion is not 
appreciably affected by horizontal temperature gradients 
in the sea temperature. 

4. SUMMARY AND CONCLUSIONS 

Additional experiments with an improved version of an 
isolated, asymmetric model of the tropical cyclone are 
described. Increased horizontal resolution is achieved 
through the horizontal staggering of the variables. An 
explicit water vapor cycle is included that enables the 
study of the hurricane’s water vapor budget and the 
simulation of nonconvective heat release. The modeling 
of the horizontal diffusion of heat, water vapor, and 
momentum is considered more realistic in the current 
version of the model. 

The development of the asymmetric structure of the 
model hurricane is examined in considerable detail. The 
asymmetries in the outflow layer are shown to result 
from dynamic instability, with the source of eddy kinetic 
energy being the mean azimuthal flow. 

Well-defined spiral bands of convective heat release 
occur in these experiments. These bands propagate out- 
ward at  a speed of about 24 k t  and compare favorably in 
structure with outer rainbands in nature. 

An anticyclonic looping of the vortex center is observed 
during the later stages of these experiments. Although 
the mechanism for this motion is not clear, the looping 
seems to be closely associated with the asymmetries in 
the upper level circulation. 

The intensity of the model is found to be sensitive to 
the sea-surface temperature, in agreement with previous 
results. However, the looping motion of the storm is not 

noticeably .affected as the storm passes over water of 
varying temperature. 

The structure of the model storm and the components 
of the energy budget agree quite well with empirical 
results and with previous symmetric model results in 
spite of the coarse vertical and horizontal resolution. 

APPENDIX: FINITE-DIFFERENCE EQUATIONS 

Finite-Difference E uations 
for Staggered Grid 1 1 

(Shuman and Stackpole 1968) : 
I n  the appendix, the following notation will be used 

and (39) 

where j is the east-west index and i is the north-south 
index. 

We also introduce the following four-point operators: 

-w-ai+ 1 .  i + %i, i +ai- 1 .  j 

and (40) 
-,-a. z . ? +  ’ I + 2ai. j+ai. j -  1 .  

4 a =  

4 a =  

For vertical differences and averages, we define 

and 
~ a - ( a k + l I * - a k - I I * ) .  

The finite-difference equations associated with staggered 
grid S1 for the u- and v-component equations of motion 
are 

-2w-a 
-w=: 6; p*v -2 

-2 ---# ap*v --- - (v p*u ),- (v p*v ),--&-- 
at 

- zw-z 
-2 

-2w-u 
-p* 4,, -RT py* -fp*u 

where the finite-difference analogs for the vertical friction 
terms, F,(u) and Fv(v), are given in eq ( 6 ) .  In  this sec- 
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tion, the terms (p*u)  and !‘p*e) represent (upzy) and 
<vp”””> , respectively. 

The analogs for the continuity and thermodynamic 
equations are 

(44) 

and 
-2- *&FU ap*T- --- (*’Tz)2-(p*v f ) , - p  

at  
+ ~ + ~ Q + p * t K T ( T ) z l z + p * t K ~ ( ~ u I ~  RTw p* .  (45) 

with the finite-difference form for w given by 

a p  . ap* w=-=p*g+g- at at 
--zy-z *-v 

=p*T+T(%+u p*z+2) p* , )  

corresponding to u ( 6 7 l s t )  as computed from the 
continuity equation. One may verify by substitution that 
the four-point averaging operator yields this necessary 
cancellation with the continuity equation. 

Finite-Difference Equations 
for Staggered Grid S2 

The finite-difference analogs associated with staggered 
grid S2 are derived by Lilly (1965) and tested as Scheme 
C by Grammeltvedt (1969). For the equations of motion, 
the analogs are 

and 

- 
As in paper I, the notation Tu in eq (45) signifies that - ~ ~ - R T ~ , , - j ( p * u > Z y .  (52) 
potential temperature, rather than temperature itself, is 
linearly interpolated between a-levels. 

The finite-difference analogs for the horizontal deriva- 
tives in the water vapor forecast are analogous to the 
equation for temperature and are not given. 

In eq (42) and (43), the use of the four-point averaging 
operator is necessary if the finite-difference equations are 
to  conserve kinetic energy. The kinetic energy equation 
for this system may be written 

The friction terms are the same as those in eq (42) and 
(43) and are not repeated. In this section, the terms ( p * u )  
and (p*v) represent p u  and p*”v, respectively. 

The continuity and thermodynamic equations in this 

(53) 

scheme are 
6U ap*= -(p*u)2-(p*v)Y-p* at 

and 

(54) 

(55) 

RTw 
C P f f  

- N _  [F (p*u)],-[[TU (p*v)],+-+. . . * * 

where 
at 

SUV +FpV*--= 6l7 - V * ~ V + + R F V ~ * ) .  (47) 

For conservation of kinetic energy, k ,  the part of the 
finite-difference analogs to the horizontal momentum 
flux terms that yield the V*pZVV term in eq (47) must 
cancel with a F / a t  as computed from the finite-differ- 
ence analog to the continuity equation. Consider the 
u-component equation (in one dimension for simplicity) 

ap*u- ap*uu, 
at  ax 

which may be written, analytically, 

(49) 

In the exact, differential equation, the cancellation of 
u(ap*,lat) with -u(ap*u/aX) by the continuity equation 
is necessary for the conservation of kinetic energy. For 
any finite-difference analog to eq (48), 

I t  is also necessary that the part of 6pWuu/6x  corres- 
ponding to u(6p u/6x) cancel with the part of 6 ~ * I U u / 6 t  -*w 

The remaining terms in eq (54) are the same as those 
in eq (45). This scheme also conserves total energy (Lilly 
1965). 
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